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Aim  

To generate quality survey data by mitigating errors and biases that may creep in 
during survey design, data collection and analysis.

Objectives 

•  To bring awareness among producers and users about best practices 
around data quality 

•  To assist in evolving strategies for data quality assurance mechanisms  
for surveys

•  To guide institutionalisation of data quality assurance mechanisms  

Targeted Stakeholders 

These guidelines serve various categories of data producers and users. 
 

• Research organisations
• Academic institutions
• Individual researchers
• Ministries/Government 

departments
• National and international 

agencies
• Commercial survey agencies
• Non-profit organisations
• Development partners

• Programme implementers
• Programme managers
• Policy makers
• Academic institutions
• Individual researchers
• Development professionals
• Civil society organisations
• Corporate Social Responsibility 

(CSR) foundations/organisations
• Donor agencies

Data UsersData Producers

Preamble



The purpose of this guideline document is to provide a comprehensive list of guiding 
principles and best practices in data quality of all sample surveys with specific 
reference to demographic, nutrition and health surveys. 

This document provides insight on crucial steps that need to be followed right from 
the beginning to ensure data quality. The document is divided into three sections 
based parts on three broad phases of a survey: 

•  Preparatory phase 
•  Data collection phase 
•  Post data collection phase  

It lists out the points that need to be borne in mind during the preparatory phase, 
including the study design, sampling, survey tools and manuals. It guides readers 
on key quality considerations while designing and developing a data entry package, 
quality assurance protocols that ensure quality of survey, anthropometry and 
biomarker data, recruitment and training of survey investigators, and assessment of 
trained health/research investigators.

The guideline document describes the quality assurance activities in the data 
collection phase, monitoring quality of data collection using multiple tools, suggests 
usage of data entry parameters and quality dashboard during a field survey. 

The document also guides on post data collection quality checks, reviewing the 
data and using appropriate data quality analytics. It outlines different techniques  
that can be employed for assessing quality of data, and estimation of sampling and 
non-sampling errors. Application of different machine learning techniques in the 
assessment of quality of the surveys is made easy with this document as it provides 
tips on the use of technology and checklists for quick guidance, wherever needed.

Scope of the Document



These guidelines are useful for a wide range of audiences viz., government and 
private data producers and users, national and regional level policy makers, and 
technical staff at the ministries and organisations, besides academic, research 
institutions and survey agencies. It is immensely helpful in guiding the planning, 
designing and execution of sample surveys and achieving high quality data. 

However, it is important to note that this document is not a manual, it rather 
specifies the guiding principles to follow before, during and after a field survey 
for better data quality. These guidelines are meant for in-person quantitative 
surveys and not for those carried out through telephone or web. A separate set of 
guidelines need to be prepared for data quality in such surveys. 
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A well-defined data quality assurance mechanism is a non-negotiable component of 
any survey that aims to collect high quality data. Setting up such a system requires 
understanding of the general principles of data quality assurance, its importance, 
establishing the institutional structure for implementation of the quality management 
plans, preparing quality criteria for reviewing survey protocol and plans for adhering 
to ethical principles. Below are some key steps for developing a data quality 
assurance mechanism for surveys.  

 

Data Quality Monitoring1.

General principles of data  
quality assurance in 

surveys

Data quality frameworks 
for surveys and need for 

adherence to a set of 
data quality principles at 

every stage 

Setting up an independent data 
quality management structure at 
institutional level 

Procedures for 
monitoring the 
implementation 
of data quality 
management plans

Quality criteria for 
reviewing survey 
protocols with a focus 
on data quality 

The common sources of 
errors and biases in survey 

How data quality and 
ethical principles are 

linked in a survey
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Building a quality assurance mechanism is key to data quality in surveys. The efforts 
towards this start with survey planning. The basic quality requirements are: 

•  Developing a data quality management plan 
•  Implementing data quality assurance activities 
•  Analysing data quality 
•  Providing feedback/report on data quality

 
Every survey conducted in the fields of demography, health, and nutrition (or 
likewise) must prepare a quality assurance plan during the planning process. The 
quality assurance plan should list detailed steps and activities. To build such a  
plan, the survey implementing agencies or the survey coordinating organisations 
may consider:

  1.  Building a data quality assurance team during the planning phase of 
the survey that will undertake tasks to ensure quality control at each 
step of the planning process, implementation, and analyses; these 
may include but are not limited to:  

•  Guiding and supporting data collection agencies/teams within the 
organisation on data quality procedures

•   Finding resources and matching them to the quality management 
plans and activities

•  Setting up support systems for data quality teams in the field
•   Coordinating quality assurance through each step of the  

survey process 

 2.  Building a comprehensive and sustainable data quality management 
plan that shall include the profiles and procedures for quality 
assurance based on the survey/study goals and objectives. These 
may include but are not limited to:

•  Creating a flowchart of the management plan for quality assurance

General Principles of Data  
Quality Assurance in Surveys

1.1
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•  Describing the structure of the team for quality assurance during 
survey implementation

•  Creating tools that help measure data quality on an ongoing basis
•  Developing procedures for both quality management plan and quality 

assurance procedures/activities in the field

  3. Establishing procedures that need to be implemented from initiation 
to completion of the study to ensure data quality; critical elements of 
quality assurance activities and their implementation are:

 a. During the preparatory phase 

	O Examine the appropriateness 
of the study design for the 
objectives of the study. 

	O Assess the sampling 
methodology and its 
appropriateness to make 
it a representative or 
generalisable study for the 
population it intends to cover. 

	O Review different dimensions 
of the survey tool to  
eliminate bias. 

	O Ensure that quality 

assurance steps are listed 
for recruitment, training 
and retention of survey 
investigator teams. 

	O Ensure quality assurance 
steps are listed for 
anthropometry and 
biomarker data collection (if 
included in the study). 

	O Assess and certify trained 
health/research investigators. 

	O Standardise survey 
procedures. 

	O  Perform quality assurance 
activities through planned  
field visits. 

	O Monitor quality of data 
collection intensely  
and regularly. 

	O  Measure quality of data using 
tools designed under the 
quality management plan. 

	O  Analyse and prepare reports 

on quality assurance on and 
off the field. 

	O  Take steps based on the 
observed quality of data 
collection, including but  
not limited to retraining field 
investigators, modifying field 
plans if required,  
and strengthening  
monitoring systems. 

 b. During the data collection phase
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 c. Post data collection phase 

 4. Providing constructive feedback on data quality throughout the 
survey process is critical to achieving good quality data. Feedback 
needs to be timely, pointed towards identified issues and offer 
solutions. Feedback can be given using digital platforms or via 
face-to-face meetings based on evidence generated from paradata, 
metadata or study data. 

	O   Perform analytics on 
paradata to monitor the 
progress in data quality. 

	O  Perform analytics on key 
study indicators to examine 
investigators’ bias or  
indicative patterns. 

	O Present dashboards on  
data consistency. 

	O Report data quality 
measures, including but not 
limited to sampling error, 
non-sampling error and 
investigator bias.  

	O Update quality assurance 
activities as the survey 
implementation matures  
in field. 

	O  Document all the steps  
taken, modifications made 
to the survey or quality 
assurance during the data 
collection phase. 
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Maintaining data quality in survey requires adhering to quality principles and 
protocols at each stage of the survey. To ultimately improve survey data quality, 
assessing the quality dimensions of obtained survey data, documenting data quality 
measures and establishing mechanism for regular feedback from data users and 
producers are required [1].

Data Quality Framework 
for Surveys

1.2
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The following diagram provides the specific set of principles at each stage of  
the survey.
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Quality dimensions related to survey data and processes, associated attributes, 
metrics/indicators, and sections where these issues are dealt with are provided in 
the table below.

Dimensions Attributes
Metrics/  
Indicators

Sections Where These  
Issues are Dealt with

SURVEY INSTITUTION

Professional  
Independence

Free of 
interference from 
policy, regulatory 
bodies or 
institution

Comprehensive 
legislation and/or 
code of professional 
ethics maintained 
by the institution 

Data quality assurance:  
Management plan and teams (1.4, 
1.5); data profiling (4.1); calculation of 
non-sampling errors/bias (4.3)

Commitment to 
Quality

Publicly available 
institutional policy 
statement and/
or processes to 
ensure quality in 
survey data

Existence of  
institutional body  
for data quality  
assurance;  
availability of  
quality guidelines

Data quality assurance: Management 
plan and teams (1.4, 1.5); study 
design (2.1); sampling design (2.2); 
survey tools (2.3); recruitment of 
investigators (2.5); training  
(2.6); monitoring of survey data  
(3.2-3.4)

Integrity Institution follows 
values and 
practices that 
maintain user 
confidence in data

Document 
and appraise 
public about the 
processes and 
protocols followed 
and the statistical 
issues faced during 
the survey

Quality criteria for review of survey 
protocols/bids (1.6); ethics (1.7); 
documentation on data quality (3.11); 
data profiling (4.1)

Resource 
Sufficiency

Adequacy of 
human, financial 
and technical 
resources

Strategic 
planning process, 
recruitment of 
relevant staff, 
proper allocation 
and utilisation 
of financial and 
technical resources

Data quality assurance: Management 
plan and teams (1.4); quality criteria 
for review of survey protocols/bids 
(1.6); recruitment of investigators 
(2.5); training (2.6); monitoring of 
survey data (3.2-3.4)

Data
Confidentiality

Policy to 
safeguard privacy 
of respondents, 
mechanisms to 
address security 
related to data 
storage and 
dissemination

Assuring and  
ascertaining data 
confidentiality using:
•  De-identification 

of respondents in 
the public dataset

•  Up-to-date data 
security measures

Quality criteria for review of survey 
protocols/bids (1.6); ethics (1.7)
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Dimensions Attributes
Metrics/  
Indicators

Sections Where These  
Issues are Dealt with

SURVEY PROCESS

Methodological 
Soundness

Appropriate study 
design, ethical 
procedures, 
sampling 
approaches, 
sample selection 
and study 
tools, interview 
approach, survey 
monitoring, and 
data recording 

Engagement of right 
experts for various 
components of 
survey; adoption 
of internationally 
accepted standards 
for data collection 
and monitoring

Types of survey error (1.3); quality 
criteria for review of survey 
protocols/bids (1.6); study design 
(2.1); sampling design (2.2), survey 
tools (2.3); quality assurance of 
anthropometric and biological data 
(2.7, 2.8); calculation of sampling 
weight, sampling error (4.2) and non-
sampling errors/bias (4.3)

Response 
Burden

Limit data 
collection tools to 
cover necessary 
aspects related to 
survey objectives

Well-designed 
data collection 
tools and use of 
sound scientific 
and technological 
procedures;  
pre-testing of tools 
to understand 
response burden

Study design (2.1); survey  
tools (2.3)

Cost-efficiency Effective utilisation 
of available 
financial, technical 
and human 
resources 

Use of modern 
technological and 
communication 
strategies for data 
collection and field 
monitoring

Quality criteria for review of survey 
protocols/bids (1.6); designing data 
entry application (2.4); coordination 
mechanism (3.5); tools to monitor 
data quality (3.6); use of paradata 
(3.7, 3.8); data quality dashboard 
(3.9); use of machine learning  
techniques (5)

SURVEY OUTPUT

Relevance Satisfy the  
data needs of  
the users

Tools used for the 
study cover the 
study objectives; 
indicators are 
standardised

Type of survey error (1.3); study 
design (2.1); sampling design (2.2); 
survey tools (2.3)

Accuracy Closeness of 
estimate to reality

Assess coverage 
error, measurement 
error, non-response 
error, sampling error 
(CV, Variance, SE) 
of key estimates

Type of survey error (1.3); study 
design (2.1); sampling design (2.2); 
survey tools (2.3); data profiling 
(4.1); calculation of sampling weight, 
sampling error (4.2) and non-
sampling errors/bias (4.3) 
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Dimensions Attributes
Metrics/  
Indicators

Sections Where These  
Issues are Dealt with

Reliability Closeness of the 
initial estimate to 
the final one 

Test-retest reliability, 
alternate-form 
reliability and 
internal consistency 
reliability of 
key estimates 
(Cronbach’s Alpha, 
Kappa statistics) 

Tools to monitor data quality (3.6); 
use of paradata (3.7, 3.8); data 
quality dashboard (3.9)

Accessibility/
Clarity 

Data accessible 
to public with 
relevant metadata 
and data use 
guidelines

Open access data; 
clearly defined 
metadata; relevant 
documentation of 
data quality and 
data profiling

Ethics (1.7); data profiling (4.1); 
documentation on data  
quality (3.11)

Coherence Consistency of 
different indicators 
within the same 
dataset; option 
of integration at 
various levels (for 
example, district, 
state, national, 
gender, age)

Tools contain 
questions to 
assess internal 
consistency; 
key geographic 
characteristics are 
provided in the unit 
level data 

Survey tools (2.3); designing data 
entry application (2.4); data profiling 
(4.1)

Comparability Allow 
comparability 
across 
geographies, 
time, domains

Standard design 
used in the survey 
and standardised 
indicators are 
available for 
comparison

Study design (2.1); survey  
tools (2.3)

Completeness All data items 
recorded

Percent of missing 
values on different 
indicators

Data profiling (4.1)

Validity Data collected 
following specific 
rules (for example, 
variables confirm 
to certain format, 
type, category 
and range)

Compare the data 
and metadata or 
documentation for 
all indicators 

Data profiling (4.1)    

Note: The quality dimensions, quality attributes and metrics/indicators presented in this table were 
sourced from mutliple publications [2-9]
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Errors are an essential part of survey estimates. In a sample survey, errors occur 
because all the members of the sampling frame are not observed, rather estimates 
are drawn from a small representative segment of the target population [10-12]. 
Estimates from the sample population are used to infer on the characteristics 
of the target population, assuming that they are generalisable. The difference 
between the estimates drawn from the sample and the corresponding population 
parameter is termed as survey error. There are other types of errors that stem from 
inappropriate implementation of sampling design or problematic data collection, 
entry or processing. Further, some biases can occur making a population estimate 
unusable. Two types of survey errors are observed, some are measurable, and 
some are not: 

Sampling Error: The deviation between a sample estimate and the population 
parameter under study, caused by sample selection, is generally referred to as 
the sampling error. These errors occur in the preparatory phase of a survey while 
conceptualising the sampling strategy. While sampling errors are inevitable in a 
survey, they can, however, be reduced by either increasing the size of the sample 
or by using stratification. Higher the sample size, closer will be the sample estimate 
to population value. If a population is heterogeneous, stratification can make the 
sample more representative of the population and thereby reduce error.

Non-Sampling Error: Errors occurring at various stages during data collection 
and the processing phase and not linked to the selection of sample are called 
non-sampling errors. Proper survey planning, robust training and standardisation 
of field investigators, standardised questioning can be instrumental in reducing 
non-sampling errors. Unlike sampling error, non-sampling errors cannot be directly 
estimated but can be reduced by ensuring the quality of the survey processes at 
each stage.

Sources of Errors  
and Biases in Surveys

1.3
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Biases in Survey: While errors in survey occur randomly, deviation of sample 
mean from the population mean can also be caused by different kinds of biases 
that occur systematically during the survey. For example, response bias is caused 
by a deliberate attempt to alter true response whereas coverage bias is caused by 
intentionally leaving out certain communities during the survey. 
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Data Quality Assurance –  
Management Plan and Teams

1.4

One of the ways data quality can be improved is through setting up an independent 
Data Quality Management Structure (DQMS) at the institution level. DQMS can 
be implemented at various levels depending on the overall objective of the survey 
and its implementation strategy. At the institution level, DQMS can provide overall 
guidance and strategic inputs to ensure the quality of data. A core team of experts 
can provide the required guidance to each component related to the survey data 
quality and monitor adherence to good practices. At the project level, depending on 
whether data collection is outsourced to a survey agency or is implemented by the 
institute/organisation/agency by itself, an appropriate data quality assurance team 
consisting of senior management and field level quality monitors can be constituted. 



13

National Guidelines for Data Quality in Surveys



14

National Guidelines for Data Quality in Surveys

The monitoring process oversees all the tasks and metrics necessary to ensure 
that the protocols are implemented as planned, with specific reference to the data 
quality assurance team’s scope, time and budget so that project risks  
are minimised.  

This process involves comparing planned performance with actual performance, 
identifying risks and risk mitigation plans, determining appropriate action plans, and 
mapping personnel to accountability of action plans. This monitoring process is 
implemented throughout the life of the survey.

Key dimensions to monitor quality assurance management plan include, but not 
limited to: 

 • Scope of work alignment/deviations

 • Quality control steps executed as per the management plan 

 • Risks identified by quality assurance teams and steps taken to 
address them in partnership with survey teams

 • Cost control

 • Review of quality control indicators and actions taken

The survey manager will have the responsibility to ensure proper implementation of 
the data quality management plan.

 

Procedures for Monitoring the  
Management Plan Implementation  

1.5
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Engagement of the right institution/agency (or) having a strong proposal is the 
prerequisite to good quality survey data. Before survey implementation, the agency/
institution must ensure inclusion of the following parameters in the proposal. 

 • Experience of the team in conducting similar surveys 

 • Availability of an operational team with dedicated quality control 
staff at the institution level

 • Plans for pre-testing of survey tools  

 • Survey implementation design and timeline

 • Size and composition of data collection teams

 • Necessary qualifications and experience of field staff that meet the 
needs of the survey

 • Necessary qualifications and experience of master trainers

 • Plans for piloting the survey implementation

 • Plans for real-time data entry (for example, computer assisted 
personal interviewing) with data checks, if any 

 • Plans for back-checks and spot-checks of data collection  
(a specific percent of sample) 

 • Plans for generation of quality parameters, tracking quality of data 
by investigators and teams, and feedback mechanisms for the teams

 • Possible data quality challenges/risks and potential mitigation steps

If the data producing organisation (nodal agency) is inviting proposals to undertake 
the survey, the quality criteria (based on the above parameters) shall be integrated 
within the request for proposal and also be used for evaluation. For selecting bids, 
data quality assurance plan should have a considerable weightage in the  
bid-evaluation methodology.

Quality Criteria for Reviewing 
Survey Protocols

1.6
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Compliance to research ethics helps ensure data quality and credibility of research. 
Ethical principles to be followed in a survey have been laid out in the available 
literature and guidelines. These ethical principles serve as a guide through planning, 
funding, and conducting research, as well as for data storing, analysis, sharing 
of data, use of data and dissemination of research findings. While it is imperative 
for any survey to seek approval from an Institutional Review Board (IRB) and to 
conform to standard operating guidelines and procedures of survey research ethics 
throughout the life cycle of the survey, the following key measures should  
be practiced for quality control and monitoring of implementation of ethical 
guidelines [13-18]:

 1.  Ensure the survey uses participant information sheets and informed 
consents that adhere to national/international ethical guidelines. 
Additionally, for an ethically appropriate data quality monitoring 
system, a statement seeking participant consent for a follow up visit 
by field supervisors and other data quality monitors should be added 
to the informed consent. The purposes of these monitoring visits are 
to assess adherence of ethical protocols in the field and quality of 
information elicited during the interviews.

 2.  Design and implement a quality monitoring checklist to ensure  
that ethical guidelines are being followed during the informed 
consent process.

 
 3. Organise training of staff engaged in quality assurance and field 

monitoring on ethical principles and steps to be taken while 
monitoring the field work or back checking the interviews including 
confrontation on previously collected information from the same 
respondent. Reiterate on principles including the use of  
social media by research staff to protect privacy and confidentiality 
of respondents.

Ethics and Data Quality1.7
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•  Consent can be administered via using handheld devices through digital 
signature, voice, or video. For example, options for capturing digital signatures 
are available in data entry software like ODK, Survey CTO, KoBo Toolbox

Technology Tip:

 4.  De-identify respondent’s information from the publicly  
available dataset.

 5. Store data in a secured platform with defined access.

 6.  Regular monitoring by the Institutional Review Boards to ensure 
adherence to the ethical protocols.
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The preparatory phase forms the foundation in quality control assurance for the whole 
survey. This section of the document outlines ‘what’ quality assurance parameters 
can be considered during the preparatory phase of the survey and ‘how’ they can 
be implemented. It lists out the quality assurance steps in developing study design, 
sampling, survey tools and manuals, recruitment of survey investigators, designing of 
data entry application, and training of survey investigators. Below are some of the key 
principles that can be followed during the preparatory phase of the survey:

Quality Assurance During  
the Preparatory Phase

2.

Examine the study design for its 
appropriateness to achieve survey 
objectives and to understand any 
bias/error

Assess the survey sampling 
methodology and its 
appropriateness for  
generalisability 

Review different 
dimensions of the 
survey tools to avoid 
redundancy and 
eliminate bias

Ensure good quality design of  
data entry/collection solution

Ensure quality assurance 
steps are listed for 

biomarker data collection

Ensure quality assurance steps 
are followed for recruitment of 

survey investigator teams

Ensure quality of  
training

Ensure quality 
assurance steps 

are listed for 
anthropometry  
data collection  
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There are a number of study designs available that can be adapted according  
to the objectives of the study. Broadly, these study designs can be categorised  
as observational and experimental. Details of different study designs can be  
found elsewhere [19]. 

The following parameters can help determine the quality of the study design: 

 1. The study has unambiguous research questions or points  
of investigation.

 2. The proposed study methodology is appropriate for the  
research questions.

 3. Strategy for recruiting respondents is in accordance with the study’s 
aim and there is no selection bias.

 4. Data collection methods appropriately address the research 
questions.

 5. Ethical considerations are accounted for in the study.

 6. Rigorous data quality and management methods are described. 

 7. Strategy to address non-response during data collection is stated.

 8. Steps for data analysis are clearly defined.

 9. Steps for data utilisation are clearly articulated. 

Irrespective of the study design, the guidance provided in this document applies to 
any survey-based data collection.

 

Study Design – Quality Assurance  
Assessment and Guidance

2.1
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 1.  Decide on an appropriate sampling design that is scientific as well as 
cost-effective. In population-based surveys, having more than one 
stage of selection often saves money.

 2.  Identify a proper sampling frame. If not readily available, create one 
through a listing exercise (for example, listing of households) or from 
registers (for example, ASHA registers of pregnant women).

 3.  Check the sampling frame for any 
exclusion or duplication of target 
sample units. If found defective, 
correct the frame before  
sample selection.

 4.  If information on variables that 
affect the outcome of interest is 
available in the sampling frame, 
use them to stratify the frame, 
for example, female literacy, 
ethnicity, occupation. This helps 
reduce sampling error and 
improve design efficiency.

 
 5.  Wherever possible, stick to 

EPSEM (Equal Probability of 
Selection Method) design.                                           

 

Adopting a proper sampling design is one of the most important steps in ensuring 
quality of survey estimates. Details on various sampling methods are available 
elsewhere [20-22]. Following are the principles for a good quality sampling design: 

Checklist

• Sampling design 
documented  

• Adequate sample size 

• Appropriate sampling 
method chosen 

• Stratification used  
(if applicable)   

• Accurate sampling 
frame created 

• Sample selection 
process is based on a 
scientific method and 
as per the design 

Sampling Design –  
Quality Assurance 

2.2
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 6.  Keep records of probability of selection at each stage to calculate 
sampling weights. If a listing exercise is employed for preparing a 
sampling frame, keep a record of all details regarding the frame, 
including selection and size of segments, if any.

 7.  Proper care needs to be taken to ensure that there is no deviation 
from the proposed design in any form. Field monitoring of listing 
exercise, centralised system to select segments and sampling units, 
and use of geo-referenced location data may help achieve this. 

 8.  Consult a statistician to decide and develop an appropriate 
sampling strategy.

• Use convolutional neural network for identification of structures at the time of 
sample designing

  Machine Learning Tip:

•   Digital devices can help improve the sampling frame boundary and  
geo-referenced location. Field teams may save time in reaching PSUs by using 
PSU geolocation. Online listing (using Google spreadsheet/other alternative tools) 
of targeted respondents can minimise the listing error and reduce time gap 
between listing and sampling 

• Select PSUs using Google maps

•  Use statistical software such as Stata, SAS, R, online sample size calculators or 
readily available Excel templates for sample size calculation

Technology Tips:
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Survey tools consist of both manuals and questionnaires, including a checklist for 
survey monitoring and reporting. 

To ensure data quality, it is important to consider the following points while 
developing manuals:

 • Develop survey manuals for various levels of field monitoring and 
survey implementation (for example, supervisor, interviewer). Prepare 
a survey manual that includes a description of survey procedures, 
explains the questions and the response recording process. If 
collecting data on handheld devices, digitise the manuals so that 
they can be accessed as and when needed. The best practice 
guidelines for survey manuals are available elsewhere [23-26].

 • Develop a survey-specific quality assurance manual, which includes 
instructions on how to do quality control during a field survey.

Survey Tools2.3
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A well-designed survey questionnaire should follow the BRUSO model —Brief, 
Relevant, Unambiguous, Specific and Objective. The quality assurance team shall 
review the questionnaire’s content, formulation, type, sequencing and length of 
questions to ensure it follows the standard and recommended procedures. The 
details on standard and common practices followed for developing questionnaires 
are available elsewhere [27]. 

Some key points to keep in mind while developing survey questionnaires are:

 • Develop a tool appropriate for the mode of data collection and the 
type of respondents.

 • Pre-test questionnaires before implementing in the field.

 • Translate and back-translate questionnaires to ensure consistency  
in how the questions are worded.

 • Include instructions for administering questions where the 
interviewer may require clarity.

 • Examine and remove redundant questions, if any.

 • Use only validated question items/scales.

 • In a structured questionnaire, review the response codes to ensure 
the categories are exclusive. Also, ensure the response categories 
are explained in the survey manual. Use appropriate filters and skips 
to avoid asking inapplicable questions to respondents and minimise 
errors during data collection.

Checklist for survey manual

• Separate manuals available for supervisors and interviewers   

• Manuals include detailed instructions and standard operating procedures 

• Interviewers’ manual explains each question and how it should be administered 

• Supervisors’ manual contains information on the process of monitoring and  

feedback mechanisms
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• Questions are according to the 

objectives of the survey 

• Questions are sequential

• Questions are unambiguous

• Follow ‘skip pattern’ wherever 

applicable

• Questionnaire is translated and  

back-translated  

• Standard codes are used for  

response categories

• Data manager involved in the 

questionnaire review

• Questionnaire is pre-tested and 

modified based on feedback

 � Feedback from pre-test  

  documented

 �  Revisions based on pre-test 

incorporated

• Include questions that can be  

used to check internal consistency

Checklist for quality assurance of survey tool

Checklist for quality assurance of survey manuals

• Manual includes DQA checklists for pre, during and post data collection 

• Instructions on implementing systematic quality assurance procedures 

• Includes the roles and responsibilities of quality monitors    

• Includes instructions on quality checks to be undertaken during data collection by 

data quality monitors and explicit actions to be taken in actual setting to ensure 

data quality 

• Templates to enter observations and instructions on how the tool should  

be administered
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In the current times, most of the surveys are using handheld devices such as 
mobile phones and tablets to collect data from the field. It is important to note that 
collecting quality data does not only depend on a good survey tool but also on how 
well the data entry application has been designed and developed. Some key quality 
considerations while designing and developing a data entry package are: 

 • Ensure that the data entry application allows smooth movement 
across fields.

 • Ensure both soft and hard checks as well as skips and filters are 
implemented. Automated skips between variables should  
be programmed.

 • Define possible ranges/response codes for all data fields.

 • Include instructions for each question as defined in the hardcopy of 
the questionnaire and survey manual.

 • Include customised warnings/error messages to prevent  
any inconsistencies.

 • Incorporate the survey manual within the data entry package that is 
easily accessible to the interviewer.

 • Use colour coded instructions to draw the interviewer’s attention.

 • For responses which can be represented pictorially, include relevant 
images alongside the response categories.

 • If some of the questions are related and consecutive, group them  
in one screen.

 • Collect paradata information such as keystrokes, timestamps for 
each question and audio recordings (on a random basis).

Quality Considerations in Designing 
Data Entry Applications

2.4
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 • Monitor the response time for each question. If a respondent 
answers a question faster than the expected response time, include 
warning messages for the interviewer to improve questioning.

 • Ensure that the supervisor has the necessary access for review of 
data before it is uploaded on the server.

 • Collect GPS data at the start and the end of the interview.

 • Ensure that both paradata and raw data are linked to the quality 
monitoring dashboard for real-time monitoring.

• Some of the freely available software for developing data entry applications 
are: CSPro, SurveyCTO, Epi-Info, KoBo Toolbox, ODK and ONA

• These software can also be used to build data quality assurance applications 

• Use dedicated servers for data security

Technology Tips:
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•  Use online platforms for submission and screening of applications 

Technology Tip:

The selection of survey investigators is an important step in obtaining high-quality 
data. Highly motivated, well-trained field workers are essential for a successful 
survey. Survey investigators should work in a team comprised of a team supervisor, 
data quality observers/field editors and a number of male/female investigators 
as per the need. In surveys that involve anthropometry and biological sample 
collection, a measurer, an assistant to the measurer and a biomarker specialist 
should also be included. For quality assurance, the key points to consider when 
recruiting data collectors are:

 1. Qualified male and female candidates for field staff positions for 
gender-matched interviews

 2. A standard screening process for assessing candidates  
for recruitment 

 3. Fluency in writing and speaking the 
language in which the  interviews 
will be conducted

 4. Assess the individual’s numerical 
ability by conducting a short 
written test on simple arithmetic

 5. Prior experience in conducting 
similar surveys can be a factor 
in determining their suitability for 
supervisory positions 

 6. Additional staff to account for staff 
turnover post training assessment 
and during fieldwork 

• Appropriate educational 
qualifications  

• Fluency in local 
language 

• Recruit 10-20% more staff  
than required in the field

• Recruit gender-matched 
investigators based on  
study objectives

Quality Considerations When  
Recruiting Survey Investigators

2.5

Checklist  
for field staff recruitment
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Training of the field staff is an important part of the survey to familiarise them with 
the SOPs before they start data collection. In case of large-scale surveys, it may not 
be possible to train all individuals in one batch. It is recommended that not more 
than 40 trainees should be trained in one batch. In such a scenario, a cascade 
training model may be adopted. 

The quality assurance for field staff training can be done as follows [28-32]: 

 1. Undertake pre and post-training assessments with investigators  
and supervisors to gauge the level of knowledge on survey tools  
and processes. 

 2. Conduct mock tests and role plays at the end of each  
questionnaire section. 

 3. Orient investigators on key terminologies used in the survey and 
ethical issues in data collection.

 4. Trainees should be asked to demonstrate their learnings through 
group discussions on key topics, mock interviews and role plays.

Training2.6
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•  Use recorded videos to standardise training

•  Use recordings of the training sessions to review and assess the quality of training

Technology Tips:

Checklist

• Trainees attended all sessions on 

all days   

• Training covers all topics/sections, 

including demo sessions

• Trainer trained in TOT or is part  

of the core project team

• Training agenda followed completely  

in terms of topics and time 

• Lectures on ethics, sexual  

harassment and sensitive  

subjects organised

• Training includes mock  

interviews, role plays and adequate 

practice sessions

• Pre and post-assessment conducted 

with participants

• Field practice and feedback  

sessions conducted

• Pilot testing of the procedures for 

biological sample collection,  

storage, transportation and analysis 

during training 

 5. Observe difficulty in the reading of questions and make necessary 
changes to the questionnaire.

 6. Observe whether the investigators have trouble in understanding the 
questions. Reorient investigators, if required.

 7. If possible, have an independent observer to assess the training 
quality at the end of the day’s training. 

 8. Conduct daily debriefing session with investigators and supervisors 
to assess the gaps in training delivery.        
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The most common anthropometric data measured to determine the nutritional 
status of an individual are weight, height, subscapular and triceps skinfold thickness 
(SSFT and TSFT, respectively), and waist and mid upper arm circumferences 
(WC and MUAC, respectively). Common errors in measuring these involve body 
positioning, locating and marking the body landmarks. Errors are also commonly 
made in reading and recording measurement results. 

Preparatory Steps for Quality Assurance  
of Anthropometric Measurements

2.7
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Checklist

• Monitoring and reporting systems  

have been defined   

• Selected qualified personnel are  

trained and standardised to take 

anthropometric measurements 

• Job aids and manuals (including  

videos) are prepared 

• Manuals have detailed  

instructions for measurement, 

equipment calibration, care  

and maintenance 

• Standardised equipment procured  

for the survey

• Equipment calibrated as  

per protocol  

• A standardisation software package for anthropometry can be used for 
calculating the technical error of measurement scores during training

Technology Tip:
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Biomarkers are biochemical, functional or clinical indices of an individual’s health 
status. They are required to support evidence-based clinical guidance for health 
programmes and policies to improve the health status of a population. A biomarker 
can be any biological specimen that is an indicator of the health status and can 
be estimated from various appropriate biological materials like blood, urine, feces, 
tissue, saliva and hair.

Key steps to be taken prior to initiating data collection for ensuring data quality in 
case of biomarker measures are:

 1. Laboratories that have internal and external quality control 
procedures, have ability to meet sample collection, transportation 
and processing of sample as per protocol specifications, accredited 
to guarantee uniform sample processing, and use state-of-the-art 
technology for data management and reporting should be selected.

 2. Recruit and train phlebotomists who have at least a Diploma in 
Medical Laboratory Technology. Experience in sample collection in 
similar surveys should be a desirable qualification.

 3. In large-scale surveys, in which instant biomarker tests are done 
in the field (for example, finger-stick blood collected for anaemia 
testing, malaria testing, blood glucose), a phlebotomist may not be 
needed and a trained health investigator with suitable background 
and experience may be sufficient.

 
 4. In case multiple laboratories are involved, clearly define equipment 

and consumables to ensure standard and uniform materials are 
used across different survey locations. If resources permit, it is 
recommended to opt for central procurement. Ensure regular 
calibration of equipment/tools.

Preparatory Steps for Quality Assurance  
of Biological Sample Collection 

2.8
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 5. Use standard, internationally recognised analytical methodologies 
in the laboratory for biochemical analysis. Please see Biomarkers 
of Nutrition for Development (BOND) [33], European Registration 
of Cancer Care (EURECCA) [34] and National Health and Nutrition 
Examination Survey (NHANES) [35] for appropriate methodologies. 

 
 6. Prepare SOPs with detailed instructions to achieve uniformity in 

sample collection (time of collection, materials needed for collection, 
devices and prerequisites like the fasting status of the respondent), 
storage (storage temperatures, sorting conditions), transportation 
(temperature requirement during transportation till analysis) and 
processing including the time within which the samples should  
be processed.

 
 7. Ensure that the data collection teams are well-acquainted with the 

standard operating procedures.
 
 8. Engage quality control laboratories for comparison testing where 5% 

of all samples can be randomly selected and sent for consistency 
checks and quality assurance.

 9. Examine if pilot testing of the procedures for biomarker sample 
collection, storage, transportation, processing and analysis has 
been carried out and the observations have informed the updating of 
standard operating procedures.

 
 10. Engagement of an external monitor/expert to guide the quality 

control of laboratories can be helpful.
 
 11. Check that appropriate database templates/formats and information 

systems are available to capture information at all stages starting 
from the pre-analytical phase of sample collection to the laboratory 
analysis and reporting.



35

National Guidelines for Data Quality in Surveys

Checklist

• Laboratories selected have  

internal and external quality  

control procedures

• Phlebotomists qualified with a  

Diploma in Medical Laboratory 

Technology recruited

• Standard and uniform materials  

are procured for use across  

survey locations

• Standard internationally recognised 

analytical methodologies are  

used in the laboratory for  

biochemical analysis

• SOPs are prepared with detailed 

instructions for sample collection, 

storage and transportation

• If possible, employ quality  

control laboratories for  

comparison testing

• Appropriate database templates/ 

formats and information systems 

established for data capture 
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Quality control during data collection is the most important part in a survey. This 
section of the document outlines ‘what’ quality assurance parameters should be 
considered during the data collection phase of the survey and ‘how’ they can 
be implemented. It lists out the quality assurance steps, tools to monitor survey, 
anthropometric and biological data collection, and provides guidance on the 
coordination mechanism between the quality assurance team and the survey team. 
It also describes how to use paradata and data quality dashboards to monitor data 
quality during field survey. 

Implementation of Quality Assurance  
Activities During the Data Collection Phase

3.



38

National Guidelines for Data Quality in Surveys

Below are some of the key principles that can be followed during the data  
collection phase:

Summary of considerations  
for quality assurance during  
data collection

Clearly define roles and responsibilities 
of each member involved in a survey 
to ensure effective coordination

Employ on-field checklists, 
review Field Check Tables 
(FCTs) and use paradata 
and data quality dashboards 
for effective monitoring of 
field data collection

Develop a system to collect data 
on the interview process including 
timestamps, keystrokes and GPS 
location

Analyse paradata regularly to provide 
individual/team-specific feedback to 
the field team on the processes of 
data collection

Monitor quality 
of anthropometric data 
through re-measurement 
in a sub-sample

Ensure quality of biomarker data through 
a quality control mechanism in the field 
as well as in the laboratories

Develop interactive, real-time 
dashboards to monitor data  
quality at various levels

Perform analytics on  
key study indicators to  
examine patterns

Document all the quality  
monitoring processes and 
actions taken using a process 
documentation approach

Monitor quality of  
data intensely  
through field visits
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Data quality can be enhanced by considering the following points during data 
collection and should be a part of field operation strategies. The field operation staff 
(field coordinator and team supervisor) should strictly monitor the following aspects 
during data collection.

Summary of Considerations for Quality 
Assurance During Data Collection 

3.1
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Steps for Monitoring Survey Data 
Collection Quality

3.2

Monitoring data collection in the field is necessary for improving its quality. With 
the technological improvements in surveys for data collection, there are online and 
offline checks recommended to further improve data quality. Following are the 
recommended steps for monitoring survey data collection: 

 • Each team member in the survey has a brief outline (one page or 
less) highlighting responsibilities they have in the survey. 

 • Each team member is provided with briefs that contain standard 
definitions, reference interview tool documents and manuals to 
guide during data collection.

 • Observe the approach, selection of respondents, consent taken, 
privacy maintained and sensitivity of the interviews during data 
collection.

 • Observe the interviewers regularly during the data collection period, 
more frequently at the start and towards the end of the survey.

 
 • Review the completed interview while the survey team is still in the 

vicinity of the PSU. 

 • Re-interviews and observations should be carried out randomly 
during data collection, and feedback must be given to team 
members on the same day.

 • Observe data upload and filling of field checklists. 

 • Field check tables generated by the online system (or from the 
central data quality assurance team) should be regularly reviewed 
and discussed with the field staff.
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• PSU progress sheet maintained 

(investigator-wise sample assigned  

and sample collected)

• Track record maintained for  

incomplete interviews and planning  

for re-visits 

• Re-interviews and observations 

conducted for each team member  

and feedback provided

• Daily progress report sent to the  

field coordinator and plans for the  

next day are discussed

• Data is reviewed daily before being 

uploaded on the server

• Mop-up, if required, is done before 

leaving the field 

Checklist for team supervisor

• Team movement plan in place

• Logistics are arranged for teams  

in advance

• Coordination and reporting  

mechanisms established 

• Daily briefing with the teams based  

on the FCTs

• Documentation of quality  

processes maintained

• Frequent unannounced monitoring 

visits/reviews conducted         

Checklist for field coordinator

Daily data quality checks  
 
Whether the data is captured electronically or in a paper-based format, data quality 
should be assessed daily for:

	O Missing or duplicate data
	O Consistency in the information that is subject to desirability bias – for 

example, age, reporting of substance use amongst many others 
	O Consistency in responses between the related questions, for 

example, age of the woman and number of children, income  
and expenditure 
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Technology Tips:

• A DQA monitoring application can be developed to compare original data with 
the re-interview data and list out discrepancies, if any 

• Discrepancies are displayed in a report format for each investigator

• SMART Innovations (https://smartmethodology.org/) has the features to check 
data quality on a real-time basis 

• Record of each assigned  

interview maintained in the  

assignment sheet 

• Survey protocols are followed

• If applicable, calibration of 

anthropometric equipment carried  

out as per protocols

• If applicable, biological samples 

collected as per protocols

• Data collected is reviewed daily                     

• Data uploaded on the server daily,  

post review by the team supervisor                                

Checklist for data collector
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Adequate and regular monitoring during data collection is critical to prevent 
errors while measuring and recording anthropometric data. Data collection 
should be monitored in the field as well as at the central office. Following are the 
recommended steps for monitoring anthropometric data collection in surveys: 

 • Ensure the correct age of the respondent is recorded, particularly  
for children.

 • Ensure a balanced workload is assigned to each team so that a 
reasonable number of households can be visited by them without 
facing fatigue caused by excessive workload.

 • To prevent measurement errors, ensure that the anthropometry 
equipment is set up in each selected household as per the standard 
protocol before initiating measurement (the detailed procedure for 
setting up equipment is available elsewhere) [36,37]. 

 • Ensure that the equipment is calibrated before starting data 
collection in the field and regularly thereafter as per a specific 
schedule, depending on the equipment. Ensure that a calibration log 
is maintained by the anthropometry team for review.

 • Ensure that the equipment care and maintenance protocols are 
followed throughout the survey. 

 • While taking anthropometric measurements, ensure that all objects 
from hands and wrists of the respondents, such as watches, 
bracelets, chunky rings, are removed as these might affect precision 
of measurement.

 • If there is more than one respondent from the same household, 
ensure that the measurements are taken one at a time to avoid errors 
that can be caused by mix-up in data recording.

 • Avoid parallax error. Ensure the measurer reads the measurement 
with his or her line of sight directly in front of the value rather than at 
an angle or from even slightly off the side. 

Steps for Monitoring of 
Anthropometric Data Quality

3.3
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 • Re-measurement to assess accuracy: (1) Blinded re-measurement is 
recommended on randomly selected sub-samples that have already 
been measured as part of the survey sample. (2) Flagged  
re-measurement is recommended for flagged data/implausible 
values. Re-measurement should be done using the same type of 
calibrated equipment and standard measurement methods used for 
the initial measurement.

Technology Tip:

• A software package can be developed to enter re-measured data while in the 
field and compare between original values entered by the field team and  
re-measurement data entered by the quality control team 

Checklist

• Age of the respondent verified 

• Set up of anthropometric equipment  

for measurement as per the  

protocols followed

• Routine calibration of anthropometric 

equipment done as per the schedule  

and calibration log maintained

• Job aids and manuals  

are available   

• Parallax error avoided

• Re-measurement done to assess 

accuracy (blinded random  

re-measurement of sub-sample  

and/or flagged re-measurement)  

using the same type of calibrated 

equipment and standard  

measurement methods

• Measurement errors detected  

within acceptable limits 
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Steps for Monitoring Biomarker  
Sample Collection, Storage and  
Transportation Processes

3.4

Collection of samples for biomarker analyses in field surveys and obtaining reliable 
results is challenging as samples have to be collected and transported from the 
field to the laboratory under various conditions. Although in many large-scale 
surveys, biomarker tests are done in the field itself, if the survey includes biomarker 
indicators, a rigorous quality assurance procedure needs to be established using 
standard internal and external quality assurance procedures. Some important steps 
are as below: 

Depending on the biomarkers proposed to be tested in the survey, develop a 
standard operating procedure on the sample volume and types needed (plasma/
serum; trace element free), processing methods, aliquots and storage conditions, 
and maintenance of relevant time record for each of these variables.   

 • Ensure selection of eligible children/adults by checking if the 
phlebotomists have identified the correct households and eligible 
respondents as per the sampling list. Ensure that biological samples 
are collected from the selected individuals.

 • Ensure the use of standard equipment and consumables during 
sample collection to maintain uniformity and standardisation among  
different phlebotomists. 

 
 • Check if appropriate instructions are being given to the respondents. 

 • A monitoring checklist including a core set of essential tasks which 
should be performed during the collection of biological samples, 
their storage, transportation, and processing can be used to aid in 
measuring the phlebotomist and laboratory performance. 
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 • Several biomarkers are adversely affected when the blood samples 
are stored for a long time period before plasma/serum collection, 
due to partial/complete cell lysis. Therefore, a careful sample 
processing plan (often specific to the biomarker of interest) needs to 
be thought out before the sample collection. 

 
 • Keeping the sample in 2-8o C is necessary if longer processing times 

are anticipated (>6 hours). Therefore, ensure that the cool boxes 
used for sample transportation maintain adequate temperature 
for at least 12-16 hours. It is recommended to do a pilot test of 
the performance of cool boxes/bags by simulating field situations. 
Ensure that the tubes/containers with samples are placed in cool 
boxes without direct contact with the ice packs as that may affect  
sample integrity. 

 • It is essential to ensure that the haemolysed samples are either 
excluded or records of those samples are made, for later analysis  
as needed. 

 
 • A separate record of sample collection time, storage temperature, 

and processing time needs to be maintained to analyse the effects 
of these variables on biomarker estimates, if any.

 • Aliquoting and sample storage: Since repeated freeze/thawing 
cycles affect biomarker estimates, a careful planning and 
maintenance of aliquots are often necessary. This will also facilitate 
storing the samples at the required temperature. Record the date of 
sample analysis and any repetitive freeze/thaw cycles.

 
 • Check labelling of samples. Appropriate labelling of each sample 

and aliquot is required for the identification and tracking of biological 
samples. It is recommended to code the IDs with cryogenic 
barcodes in large-scale surveys to minimise reading mistakes and 
simplify sample tracking with the help of scanners.

 • A periodic evaluation of phlebotomist’s performance is 
recommended to ensure testing procedures are performed 
consistently and accurately, with retraining, as needed, based on the 
results of the assessment.



47

National Guidelines for Data Quality in Surveys

 
 • In case of spot testing of samples, such as random blood  

glucose testing or haemoglobin testing, check if the results are 
recorded accurately. 

 • Process control: 

	Q If samples are processed centrally, it is recommended that they be 
shipped daily to the laboratory to ensure they reach within 24 hours 
and the integrity of the samples is maintained. In this case, maintaining 
an accurate time record of sample collection, sample processing 
(serum or plasma collection) and biomarker analysis is a must.

	Q  If several local laboratories are engaged for processing the samples, 
there is a higher need for quality assurance to ensure that the standard 
and uniform methodology is used across the laboratory chain.

Choice of methods for biomarker analysis  
 
Ensure the use of most recent and internationally-accepted analytical methods, as 
it will add value to the data. Also, prepare relevant SOP records for analysis and 
record the amendments from time-to-time. 

 • Internal quality assurance:

	Q Check that the laboratory runs a three-level in-house quality control 
sample after a batch of survey samples. 

	Q Precision (with the limit of detection) should be measured for all assays 
at various reference ranges. Attempts should be made to keep the 
analytical coefficient of variation (CV) for an assay within 5-10%. 
However, this will vary depending on the biomarker being measured. 

	Q Wherever available, use standard reference serum samples for 
biomarker analysis.

	Q Every week, a percentage of samples should be split and reanalysed 
and results should be compared. 

	Q Blind quality control samples can be inserted into some batches along 
with the respondents’ samples to monitor the laboratory’s performance 
during and after the assays have been completed.
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 • External quality assurance: 

	Q A subset of samples (at least 5%) can be sent to quality control 
laboratories for comparison testing as frequently as possible.

	Q Recommend the laboratories to participate in the BIO-RAD and US 
Centre for Disease Control external quality assurance schemes. 

 • At the laboratory:

	Q Check if the procedures being used for sample processing are in line 
with the SOPs prepared for the study.

	Q Review laboratory registers to check whether the samples collected 
match those that have been sent to the QC laboratories.

	Q Check the calibration log in the laboratory to ensure devices were 
calibrated as per the SOPs.

	Q Review the results of the comparison analysis carried out between the 
results from the laboratory and the QC laboratories.

	Q Review the data logger (if used) results every week and give feedback 
to the laboratory personnel. The laboratory personnel, in turn, should 
provide feedback to the phlebotomists. 

	Q Check if the internal quality assurance systems are being implemented.

 • Perform data quality checks. Every fortnight, the following data 
quality checks should be carried out and feedback should be given 
to the laboratory:

	Q Percentage of implausible values for each biomarker analysed
	Q Percentage of outliers for each biomarker analysed
	Q Percentage of missing values
	Q Percentage of cases where the sample was not sufficient, test not 

performed or invalid results reported

 • A proper protocol should be written for the disposal of waste. The 
vacutainer needles should be collected in a puncture-proof container 
with lid. These should be discarded at the laboratory or collection 
centre. Wastes like gloves should be collected in a bag with a 
biohazard symbol. Wastes such as cotton swabs can be disposed 
on-site in a bin.
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Technology-based monitoring during data collection 

 • Time and temperature monitoring with a data logger is 
recommended during storage and transportation of samples. Ensure 
the data logger is placed in the cool bag from the time the first sample is 
collected in the PSU and switched off just before the sample is removed 
from the cool boxes for analysis in the laboratory. Thus, the temperature 
during the entire journey of the sample can be assessed. The data from 
the data logger should be reviewed, invalid samples should be removed 
from the data and ongoing feedback should be provided to the laboratory 
so that such delays are not repeated, and sample integrity is maintained.  

 • Text message-based field monitoring: A text message-based 
monitoring/alert system is recommended to monitor the daily dispatch  
of biological samples from the PSU, samples being received at the  
collection centre and at the reference laboratories where the samples  
are being analysed.

	Q Step 1: First message sent by the phlebotomist when the first 
sample is collected from the first respondent in the PSU. 

	Q Step 2: Second message sent when samples reach the  
collection centre.

	Q Step 3: Third message sent when samples reach the reference 
laboratory where they are processed.

Whenever there is any breach of time, automatic alerts should be sent to 
phlebotomists, laboratory staff and quality control monitors so that the 
reasons for the breach can be assessed and rectified. 

 •  Computer-based daily sample collection monitoring system is 
recommended to assess a mismatch between the number of samples 
collected in the field and the number reported by the laboratory.
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Technology Tips:

• SMS-based alert system (for example, RapidPro) can be used to track the journey 
of biological samples from the point of collection in the field to the laboratory 
where they are analysed. This system should include automatic alerts sent 
whenever there is breach of time 

• A data logger can be used to monitor time and temperature during the sample’s 
journey from field to laboratory. Automated programmes can be developed to 
analyse data logger data to maintain a log of any breach in temperature and 
provide immediate feedback

• Cool bags containing biological samples can be geotagged

Checklist

• SOPs with detailed instructions are 

prepared for sample collection,  

storage and transportation

• Laboratory runs internal  

quality checks 

• A subset of samples is sent to QC 

laboratories for comparison testing

• Samples collected from selected  

eligible respondents

• Standard equipment and consumables 

used for sample collection  

• Cool boxes are used for sample 

transportation to maintain  

adequate temperatures for at least  

12-16 hours 

• Appropriate instructions are given  

to the respondents

• Job aids available with  

the phlebotomists  

• Each sample and aliquot are 

appropriately labelled

• Results are recorded correctly in  

case of spot testing of samples

• Correct procedures are followed  

for sample processing

• Calibration log is maintained, and 

devices are calibrated as per  

the SOPs

• Comparison analysis carried out 

between results from the  

laboratory and from the  

QC laboratories 

• Time and temperature monitoring  

are undertaken using a data 

logger and feedback is given  

based on results
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The DQA teams and main survey teams must maintain a clear understanding of 
their roles and responsibilities during data collection. The following points should be 
considered to have the teams work in tandem to ensure data quality:

 • During the investigators’ training, there should be a dedicated 
briefing on roles and responsibilities of the external monitoring team 
at the time of data collection. 

 • Team supervisors or field coordinators should send their field 
movement plan, ideally a week ahead to the DQA team so that they 
can plan their field movements accordingly.

 • The DQA team should meet the team supervisors regularly to 
discuss the field team’s performance and quality of data collection. 
They should help the survey teams resolve any problems related 
to finding assigned households, understanding the questions, 
recording of responses, dealing with difficult respondents and  
other issues.

Mechanism for Coordination Within 
and Between the Quality Assurance 
Team and the Main Survey Team

3.5

Technology Tip:

• A field team performance dashboard can be created to monitor the efficiency 
of the team, workload, field movement, attendance of field staff and weekly-off 
status. A Google dashboard may be used
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There are several tools that can be designed for monitoring data quality  
depending on the type of survey, the issues that are examined and the levels at 
which each survey is conducted. Following are the recommended tools for data 
quality measurement:

 1. Field Monitoring Checklists (FMCs): FMCs are important 
monitoring tools that can be utilised by field supervisors or 
coordinators. FMCs generally consist of information on the number 
of interviews assigned and completed per day by investigators, non-
response rate, number of attempts made to complete the interview and 
whether consent processes are followed. FMCs can be prepared at 
different levels to ensure accountability for data quality. 

 2. Re-interview tools: Re-interview tools in the form of back-checks 
are abridged versions of the main tools and mostly include factual 
questions that are not time-sensitive or perception-based. These tools 
are important from the perspective of monitoring to ensure  
data quality.

 3. Daily debriefing checklists: Daily debriefing checklists are important 
to document field level challenges. Further, these checklists aid in 
addressing the need to retrain or resolve any other field level issues 
discussed during debriefing sessions. Supervisors should conduct a 
daily debriefing meeting with data collectors at the end of the day.

 4. Daily SMS updates: Daily SMS could be another field monitoring 
tool to ensure quality data collection. It can help team supervisors to 
complete the PSU progress sheet and provide discussion points for 
any field level challenge that requires immediate attention  
and mitigation. 

 

Tools to Monitor Quality of  
Field Data Collection

3.6
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 5. Field Check Tables (FCTs): FCTs are created considering the key 
indicators pertaining to study objectives and can be developed for 
each team and interviewer. FCTs play an instrumental role in data 
quality assurance. FCTs help monitor the response rate, negative 
screening, estimates of critical indicators, investigator efficiency and 
bias. FCT data should be reviewed and discussed with all levels of field 
staff for better understanding and to provide feedback.

 
 6. Analysis of key indicators: In addition to generating FCTs, it is 

important to undertake additional analysis of key indicators and 
measures to understand quality of data. Such analyses include 
reviewing frequency distribution and assessing reliability (test-retest, 
alternate form and internal consistency) of data. For anthropometry, 
the standard deviations of the various measures in standardised  
scales (Z-scores of WHO) are important indicators to assess the  
quality of data.

 7. Paradata and dashboard: For monitoring of data and quality 
assurance, regular feedback from the central office is required to 
guide the field team. Paradata and dashboards provide the avenue 
to monitor data in real-time at the central office. In general, process 
indicators related to efficiency and productivity of survey investigators 
and other key parameters which define the quality of data are 
monitored using paradata. 
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Use of Paradata to  
Improve Data Quality

3.7

The organisation involved in large-scale data collection may use paradata to 
improve the quality of data. The term paradata refers to the auxiliary data collected 
in a survey that describes the data collection process. Paradata can be utilised in 
many ways to improve the overall data management, leading to better data quality. 
The usage includes:

 1. Improved understanding of the entire data collection process and 
ability to assess new methodologies related to data collection

 2. Real-time monitoring of process indicators during data collection 

 3. Minimising survey errors 

 4. Estimation of overall survey errors post data collection 

 5. Quality control metrics to set the benchmark

 6. To make evidence-based decisions regarding the survey cost and 
output achieved

 
Process indicators for paradata

Process indicators used in real-time monitoring can enable data producers to 
investigate survey errors in many different scenarios. The entire set of process 
indicators generated as paradata can be classified into:

 1. Interviewer data collection status/status of sample

 2. Interviewer productivity/completed cases 

 3. Dataset representativeness/response rate/non-response/ 
doorstep refusal

 4. Tracking negative screening by investigators

 5. Tracking team movement

 6. Identification of outliers for key outcome indicators
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 7. Enabling the identification of crisis on the field and implementing 
evidence-based rapid response

 8. Comparing the data quality metric to ensure quality output

 9. Error-cost trade off report that includes survey performance 
reporting indicators such as time per unit, cost per unit and 
completion rate at various levels of aggregation

Type of paradata and their utility 

The above-mentioned indicators are broadly classified under five types 
of paradata. 

Type of Paradata Usage

Audio recordings Recordings of interactions between the investigator and 
the respondent (subject to consent) can help understand 
the reasons for non-response and assess the quality of the 
interview.

Keystrokes Keystrokes can help assess whether the recorded answer was 
changed, which can be a potential measurement error.

Interviewer traits Interviewer-specific indicators help understand the protocol 
and process followed. The indicators generated under this type 
of paradata can help assess negative screening rate and any 
other anomaly caused by the investigators. 

Timestamps These can help monitor interview time. 

GPS data Geospatial analysis of team movement can help in tracking 
team/individual movement. This information can help minimise 
coverage error or bias. GPS data can also help modify the field 
movement plan to make the survey more efficient over time.
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Type of Analytics on Paradata to  
Present Data Quality Metrics

3.8

Broadly, paradata can be utilised in two ways:

 1. By providing paradata on key elements related to the survey 
process, the quality of data can be ensured by minimising survey 
errors during the data collection phase.

 2. Post data collection, paradata is used to calculate the total survey 
errors by estimating coverage errors, non-response errors and 
measurement errors. 

Based on the type of paradata, the following analytics can be used:

 1. Timestamp: Timestamp paradata can be analysed to understand 
the total survey duration and to further investigate the time spent by 
field investigators on a particular question or section. The mean time 
duration per team/investigator should be a parameter to detect any 
anomaly in the data collection process.

 2. Negative screening rate: Negative screening rate is calculated 
as the total number of sections in a tool skipped by an investigator 
compared to the total number of sections in the tool. This will help 
understand any behavioural issues or the need to re-orientate  
the staff.

 3. GPS data: The Global Positioning System data can be used to track 
team movement, increase efficiency of survey implementation strategy, 
coverage bias and any clustering issue in the estimates. 

 4. Keystroke: Keystroke data are useful to monitor the changes in the 
response punched in by the field investigator. Keystroke data can be 
analysed by taking the frequency to understand where the maximum 
punches for a particular variable took place. Higher frequency of 
keystroke data can also indicate that the investigator/respondent might 
have found it difficult to understand the question. 
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 5. Audio trails: Audio trails can be useful to understand the data 
collection process, monitor the ethical aspects and assess the 
questions that are asked in the prescribed manner. 

 
The results from the analysis of paradata may be documented in the data quality 
reports as a part of the survey documentation.

Technology Tip:

• Use software such as Stata, Excel, SPSS, Python, R, CSPro for analysis  
of paradata
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Using Dashboards to Monitor  
Data Quality

3.9

In a large survey, it is important to monitor data frequently (or) on a real-time basis. 
Real-time monitoring reduces the human effort in analysing and monitoring the long 
line of communication that can hamper timely feedback to the field teams. It may be 
monotonous and cumbersome to monitor tabular data regularly. Therefore, survey 
monitoring should be done using real-time data quality dashboards. A data quality 
dashboard is an information management tool that continuously monitors data 
quality visually, enables tracking trends and allows quick analysis. The dashboard 
should have provisions to visualise these indicators by investigator, survey team, 
period of survey and area of survey. Having a dashboard for data quality monitoring 
also helps in a continuous feedback process for enumerators and improves their 
accountability and motivates them to be careful about the data collection process. 
A dashboard should be visually appealing and contain the following information:

 • Day-wise interview status including response rate 

 • Interviewer productivity 

 • Average duration of the interviews 

 • Negative screening rate

 • Key indicators from the field check tables

 • Indicators which have a high risk of error during data collection

 • Outliers and extreme values in key survey indicators

 • Number of missing values in key indicators

 • Observations which are duplicates or likely duplicates

 • List of questions taking most of the interview time

 • List of questions with most ‘don’t know’ and/or  
‘no answer’ responses

A data quality dashboard should have options to demonstrate the time trend of the 
above quality monitoring indicators and should also enable filtering at various levels 
of data collection. Additionally, it should be prepared in a way that a non-technical 
user can navigate it easily and be able to clearly understand the data quality issues 
as and when they creep in during data collection. The data quality dashboard 



59

National Guidelines for Data Quality in Surveys

should be made available to all relevant supervisory positions starting from the field 
supervisor with viewing controls for different levels. For example, a field supervisor 
should be able to view only the performance of his/her team members; whereas 
someone sitting at the central office should be able to view details of all teams. 

For a real-time data quality dashboard, it is important to choose the right data 
collection platform. One should prefer a platform that allows connection between 
the data storage server and the dashboard creating platform. While there are 
several dashboard creating platforms such as Power BI, Dashit and Google 
Dashboard, it is important to choose one which can be smoothly managed and 
easily handled by the study team. 

A sample data quality monitoring dashboard

Technology Tip:

• Use dashboard creating platforms such as Power BI, Tableau, Dashit,  
Google Dashboard to see the real-time changes in the data and monitor 
performance efficiently
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Indicators to Measure Data Quality for 
Providing Feedback to Investigators  
During Data Collection

3.10

During data collection, the survey agency/nodal institute must ensure that regular 
quality check reports are prepared and sent to the field teams. Different indicators 
should be assessed and feedback on quality aspects must be sent to observers in 
the field so that the investigators are appropriately debriefed.

In population and health surveys, some key indicators for feedback include [38-40]:

 • Household completion rate: Out of the total number of eligible  
households; the percentage of households completed, refused, 
dwelling vacant or destroyed or not found 

 • Number of household members at home with their  
age-sex composition

 • Completeness of age and age heaping in all collected age variables – 
age, age at marriage, age at first child, age at death (if any) 

 • In case of a child, the percentage of date of birth information 
obtained from birth certificate, vaccination card, caretaker’s recall, or  
other sources

 • Completeness of length and height in case of anthropometric 
measurements. Standing/lying position for length/height in case of a 
child. Digit heaping in height and weight measurement

 • Average time taken per schedule

 • Frequency at which equipment is calibrated 

 • Number of interview schedules filled per investigator per day

 • Missing information and skipping pattern followed and outliers 
identified

In case of health and disease-specific surveys, some key indicators for  
feedback include:

 • Number of patients in a household with their symptoms of  
health problems
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 • Pattern in reported days between onset of symptoms and  
diagnosis of disease

 • Pattern in reported days between diagnosis and treatment seeking 

 • Treatment seeking (government vs private health facility)

 • Number of new and relapse cases of infection diseases 

The data quality feedback provided to the investigators must contain the  
following measurements:

 • Review of filled interview schedules for missing information, outliers 
and skipping pattern  

 • Re-measurement of sub-samples can be performed while the survey 
team is in the field 

 • List of investigators with missing information, outliers and  
skipped questions

• Use decision trees, neural networks, SVM, K-means for classifying the number 
of times ‘don’t knows’ and ‘skips’ are used by either the interviewer or the 
respondent

Machine Learning Tip:

• For real-time monitoring of data quality, a dashboard for supervisors and field 
coordinators can be prepared utilising information on completed cases,  
non-response, missing values, negative screening rates, interview completion 
rates, average time taken to complete interviews and so on

Technology Tip:
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Documentation of Data  
Quality Assurance

3.11

Documenting the survey process, specifically the quality assurance protocol is an 
integral part of survey implementation. A document on data quality should include 
not only procedures that ensure data quality before and during the survey but 
should also include a detailed description of different quality parameters assessed 
using appropriate statistical procedures. 

A document on data quality helps data users understand the strengths and 
limitations of data and also enables them to derive appropriate conclusions from 
the data. At the same time, it also helps other data producers reproduce similar 
data by implementing similar data quality assurance mechanisms. It further helps  
carry out a comparison of data across surveys. 

Following are the recommended areas for data quality documentation:

 • Data quality assurance practices that were followed before and 
during survey data collection

 • Data quality observations from the field
 • Communication notes on data quality steps and feedback  

meeting reports 
 • Citations for the measurement approaches used 
 • Key results and interpretation from the analysis of survey paradata
 • Key results from the analysis of comparison carried out between raw 

data and field check tables
 • Data validation and screening procedures implemented during and 

post survey
 • Detailed data profiling including the transformations and 

adjustments made to the raw data
 • List of variables identified with flagged observations and if possible, 

detailed documentation on the reason behind such data flags 
 • Merits and shortcomings with specific data points and 

recommendations for statistical analysis
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Documentation of survey data quality should start from the preparatory phase. It 
could be designed as a process document where details are noted on each step of 
survey planning and implementation from the perspective of data quality. Moreover, 
one person should be exclusively assigned to document all quality aspects by 
interacting with field teams, survey managers and other research team members. 

• Use digital platforms (for example, WhatsApp, Slack, Chanty, Flock, Hangout) 
to share audios/videos, photos/screenshots, text messages, conduct group 
discussions and also to document DQA reviews and actions taken within the 
project team 

Technology Tip:
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Data Quality Assessments 
Post Data Collection

4.

Once data is collected, it is important to review the data, and undertake analytics to 
examine data quality parameters. This section of the document outlines the different 
techniques that can be employed for assessing quality of data, and estimation of 
sampling and non-sampling errors. It also guides computation of sampling weight 
and application of different machine learning techniques in surveys. Below are some 
of the key take-aways from this section of the document:

Review the data  
thoroughly for outliers,  

missing values, and  
inconsistencies

Compute appropriate 
sampling weights and  
report sampling errors  

on key indicators Report data 
quality measures,  

including 
non-sampling errors
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Post Survey: Profiling 
Survey Data

4.1

One of the most critical steps in data quality assurance is processing of raw data to 
make it suitable for analysis. There are two critical aspects in processing raw data: 
(a) checking errors in raw data and (b) preparing metadata. Even before checking 
errors in raw data, a key step involves reconciliation of field data. Handling large 
quantity of data can get tricky and tedious, both for the data analysts as well as 
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the analytical tools or software in which the data is being analysed. It is, therefore, 
of utmost importance to perform systematic checks that are mentioned below on 
snippets of data every time the dataset is updated to avoid any error creeping in. 
Time and again one must also compare the new version of the file with the older 
ones and check the total number of rows and columns in each to make sure no 
data is lost or converted or corrupted in the process.  

Checking errors in raw data
It is inevitable to have some errors in raw survey data. Therefore, before it is put 
to use, a data analyst needs to review the robustness of all data fields.  It is the 
stage where one needs to perform a few checks to ensure that the data collected 
adheres to good quality. This phase is the longest, starting from data cleaning, 
i.e., removing duplicates, flagging missing values, and outliers, to exploratory data 
analysis where one attempts to examine distribution of key variables. This chapter 
will outline key steps involved in finalising a raw data set.  

 1. Preparatory Analysis: Preparatory analysis is the process of cleaning 
and transforming raw data prior to processing and analysis. It involves 
reformatting, correcting and combining the data sets to enrich data. For 
example, the data preparation process usually includes standardising data 
formats and enriching  
source data.  

•  Duplicate observations: The first step once data collection is 
finished is to check whether one or more observations in the data are 
duplicated, i.e. have the same values across all variables, including 
values in the unique identity column. If a duplicate observation exists 
in a data, one should investigate whether an incorrect entry has been 
made or a genuine duplicate. If it is a genuine duplicate, then it is 
advisable to drop one of the duplicated cases. Ideally, data should be 
unique, and no two rows should be same in a dataset. Though one 
can easily delete rows that are duplicates directly in a data processing 
software, one can also train machine learning models like fuzzy logic 
with historic data to predict whether any new data is a duplicate of the 
historic data or not. 

•  Variable type: One of the common issues observed in raw data is 
in the type of variable (data), i.e., data being expected in numeric but 
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available in string (text) or vice-versa. The data analyst should review 
all the variables and their data types. If any variable is not as per the 
expected data type, it should be transformed while finalising the data. 
Similarly, certain fields can also have a limit to the length of the strings 
which might not permit characters beyond that thereby leading to 
incomplete data entry.

•  Missing value: Check whether the values that are missing from 
the data are the ones which were specified at the planning phase of 
the survey itself and were expected to have missing values in them 
(i.e as per skip patterns in the interview tools). Given that most of 
data is collected in handheld devices, the chances of missing values 
are rare these days, However, if still there are missing values, data 
analyst needs to check with the field team the reason behind missing 
values. Such reasons should be documented (if possible, in the data 
itself). In some instances, people prefer imputing missing values, in 
such cases, it is better to use multivariate imputation method. For 
such imputation, one should create relevant variables which can help 
determine the outcome of a missing observation. 

• Post coding: While most surveys have structured responses, there is 
always a possibility of responses in other categories. A common error 
that happens while collecting data is that some of the text entered in 
“other” field corresponds to one of the pre-coded response categories. 
Therefore, it is important to post-code all such text values to their 
respective coded response categories. Also, it may happen that for 
some variables, there is a heaping of a particular response in “other” 
category and it is not possible to assign them to a pre-coded response 
category. In such a case, another code category for that specific other 
value should be created in the data itself. 

 
 2. Examine descriptive statistics: The next logical step would be to 

examine descriptive statistics of all variables in the data. Descriptive 
analysis helps to identify the data quality issues occurred during the data 
collection process. It can be elucidated through data visualisations (like 
graphs, charts), measures of distribution (percentiles, quartiles, quantiles, 
skewness and kurtosis), measures of central tendency (mean, median, 
mode) and measures of dispersion (variance, standard deviation, range, 
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interquartile range and coefficient of variation). This would facilitate  
understanding the performance of data.  

• Outlier detection: Examining frequency distribution also helps in 
identifying any extreme (outlier) value a variable may have in the data. 
While outliers can be possible, it is important to verify if it is resulting 
from incorrect entry at the time of data collection. If possible, the 
data analyst should get in touch with the data collection team to 
re-confirm the values. In case it is not possible to consult the field 
team, the data analyst should flag such observations. The traditional 
ways of understanding whether there are outliers in a dataset are by 
creating boxplots or by calculating and comparing the values of mean 
and standard deviations of the residuals. One can also use machine 
learning techniques such as isolation forest, minimum covariance 
determinant, local outlier factor, one-class support vector machine to 
detect outliers. 

• Sanity checks: While during data collection, several range, skip and 
simple validation checks are included in the data entry program, it is 
not possible to include all relational checks during the data collection. 
Before finalising the data, one should check for any out of range 
values and internal inconsistencies in the data. The data analyst 
should verify if the data in a variable is consistent with other related 
variables in the same data. To check consistency of the data, one 
should write program in data processing software and document if 
any inconsistencies are found. If the data analyst decides to change 
any value, it should be documented and rationale behind the change 
should be mentioned. 

Preparing metadata

Metadata is the documentation of the data including important details about the 
data, the instruments, protocol information, analysis approach and survey tool 
details. However, in most cases metadata is not well documented and therefore 
the potential of having good metadata is often not realised. Metadata should ideally 
answer all the what, why, where, who, how questions about the survey. Metadata 
for survey data should include definition of all variables, description of all coding 
values, date of data creation, information about data custodian, and documentation 
of specific data issues. 
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• Use optical character recognition to scan documents to text without human 
intervention thereby reducing the chances of introducing errors

• Use functions like isolation forest, extended isolation forest, autoencoder neural 
networks, replicator neural networks, one class SVM, clustering methodologies for 
detecting outliers

• Use natural language processing for post coding

• Use random forest for missing value treatment

• Use clustering methodologies for data cleaning

    Machine Learning Tips:

• Use of open sources such as Python, R, etc. and statistical packages such as 
STATA, SPSS, SAS, etc. can help in cleaning and summarising the data

Technology Tip:

Whenever there is human intervention, the possibility of errors creeps in, therefore, 
while performing these data checks and preparing metadata, one must be 
extremely careful that no further distortion to the data is made. Efficient data 
analysts should perform these checks, reconcile carefully, and document all the 
changes made to the original raw data for future reference. 
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Sample Weights and  
Sampling Errors

4.2

A desired selection of sampling units is EPSEM sampling, which means such 
sampling will result in the population elements having equal probabilities of being 
included in the sample. In other words, in EPSEM sampling, each sample unit is 
self-weighting or the reciprocal of the probability of selection of each element in the 
selected sample is the same. However, in practice, adopting an EPSEM design may 
not be possible and this is fine as one can simply address the problem of unequal 
probability of selection by applying appropriate sampling weights, discussed below.

In a sampling design, if units are not selected with EPSEM, the sample mean 
will not be an unbiased estimate of the population mean and it would become 
imperative to use some weights to take care of the bias in estimation. In probability 
sampling, the probability of selection of a unit is known and the sample weight 
for each unit can be reciprocal (inverse) to its selection probability. Multiplying the 
variate values with their respective weights will provide an unbiased estimate of 
a parameter. Besides, computing sampling errors of key outcome indicators and 
reporting them are important steps of documentation of data quality.

Basic principles to compute sample weights and sampling errors are:

 1. Assuming that the sample design adopted is a multi-stage design, 
the first step is to calculate probability of selecting a unit at each 
stage. For example, in a two-step design, calculate probabilities of 
selecting a first stage unit and a second stage unit. An example of 
a two-stage design is a household survey where a village/ward is 
selected in the first stage from a sampling frame of all villages/wards 
in a state or country and then select a household for interview in the 
second stage. In some studies, a selection may also occur within a 
household making it a three-stage design.

 2. The next step is to calculate the overall probability of selection of a 
study unit (for example, a household, a woman within household) by 
multiplying all probabilities calculated thus far. The reciprocal of this 
overall probability is the sample weight.
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 3. It is a good practice to incorporate 
sample response rates into the 
weight calculation to adjust 
for any bias due to differential 
response.

 4. Finally, one may choose to 
normalise weights before applying 
it to the data for analysis.  

 
 5. To calculate sampling errors, add 

information on sample design 
including stages of selection and 
stratification to the dataset.  

 6. Another important indicator to 
report is the design effect, which 
is, defined as the ratio between 
the standard error using the 
sample design adopted in the 
survey and the standard error that  
would result if a simple random sample had been used.

 
Detailed discussion on sampling weights can be found elsewhere [20, 22, 41].

Checklist

• All required information 
for calculating weights 
available with the  
project team 

• Considered all probabilities 
of selection at each stage

• Compared weighted 
population with census 
population on important 
stratification variables (for 
example, rural/urban, ST/
SC, literacy)

•  Normalisation of weights 
 

• Sampling errors can be calculated using statistical software (for example, Stata, 
SPSS, SAS) by specifying the sampling design

Technology Tip:
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Data Quality Metrics: Calculation  
of Non-Sampling Errors

4.3

Non-sampling errors are caused at the time of data collection and data processing, 
such as failure to locate and interview the correct household, misunderstanding 
of the questions and data entry errors. Non-sampling errors can be classified into 
three categories [42] :

Non-Sampling Error Assessment Methods

Coverage error: This is the lack of one-to-
one correspondence between the elements 
in the target population and the elements 
encompassed by the sample selection 
procedures used in  
the study.

Coverage error = under coverage +  
over enumeration

Where under coverage indicates omission of 
households and over enumeration indicates  
re-enumeration of sample.

Post enumeration quality check is another 
method for assessing coverage error.
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Non-Sampling Error Assessment Methods

Non-Response Error: Non-response arises when 
households or other units of observation which 
have been selected for inclusion in the survey fail 
to yield all or some of the data that were to be 
collected. 

Two major categories on non-response may be 
identified as non-contact and refusal. 

Non-contact occurs due to difficulties in 
accessing sample units, failing to contact 
respondents, failing to gain cooperation.

Refusal occurs when respondent deny providing 
information.

Non-response error is assessed by the response 
rate. This is calculated as “the number of eligible 
sample units who responded to survey divided 
by the total number of eligible sample units”. 

Response error: This occurs due to collection 
of invalid or inappropriate data from sample 
elements which lead to inconsistency in data, 
missing values, and outliers.

Response error can be reduced by the length 
of recall which is the time elapsed between the 
date of a particular event or transaction that 
occurred during the reference period and the 
date on which a respondent is asked to recall it.

Missing data in general hampers the reliability 
of estimates and may be treated as a response 
error. Methods to impute the missing values can 
be used to minimise the response error. Missing 
data can be replaced by imputation using 
various methods:

• Cold deck imputation [43]
• Hot deck imputation [44]
• Random imputation [45]
• Mean value imputation [46]
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Use of Machine Learning Techniques  
in Improving Data Quality

5.

In the last decade, there have been significant technological innovations, especially 
due to the application of Artificial Intelligence (AI) including Machine Learning (ML). 
Even in survey data collection and management, there is a range of machine 
learning and artificial intelligence techniques that helps improve data quality in a 
cost-effective way. For example, in a field survey, identifying the right household to 
interview was earlier a manual job and often led to confusion and wrong selection of 
households. With the use of geo-spatial and ML algorithms for image recognition, 
one can improve the accuracy of household selection as well as save cost of 
listing each household. Similarly, once data collection is over, one can use isolation 
forest to find potential anomalies in the data. This chapter will discuss some of the 
applications of ML algorithms that can help to improve data quality. 

PRE-SURVEY:

ML Technique How it Helps?

Convolutional Neural Network  
(CNN) [47]

Captures local details and extracts notable image 
features, which help in identifying the targeted 
households that the interviewer has to visit

DURING SURVEY:

ML Technique How it Helps?

Support Vector Machine (SVM) [48] Classifies times, don’t know responses, and 
skips used by the interviewer and the respondent

Neural networks [48] Classifies times, don’t know responses, and 
skips used by the interviewer and the respondent 

Decision trees [48] Classifies times, don’t know responses, and 
skips used by the interviewer and the respondent

K-means [48] Groups interviewers’ times, don’t know 
responses, and skips usedby the interviewer and 
the respondent 
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POST SURVEY:

ML Technique How it Helps?

Isolation forest [49] Isolates anomalies based on random features 
and values within the range of the data

One Class SVM (Support Vector 
Machine) [49]

Learns the boundaries of the points and then 
classifies the points that lie outside  
the boundaries

Extended isolation forest [50] Isolates anomalies by selecting a random 
intercept chosen from the a range of values

Replicator Neural Networks (RNN) [51] Provides a measure of outlines of data records

Autoencoder neural networks [52] Finds anomalies using the dimensional  
reduction technique

Clustering methods [53] Once clusters are formed, data not lying in any of 
the clusters are outliers

Optical Character Recognition  
(OCR) [54]

Converts scanned documents to text without 
human intervention, thereby reducing the 
chances of introducing errors

Random forest [55, 56] Closes data gaps by accurately predicting 
missing data over a wide range of datasets

Natural Language Processing  
(NLP) [57]

Reduces the likelihood of error by automatically 
identifying which category the answer can be 
coded to

Clustering methodologies [57] Cleans biomedical metadata by clustering similar 
keys together

Though these techniques have been suggested to ensure good quality data, it 
is advisable to first try each of them either on a snippet of the data or on a copy 
of the original data. Only once reviewed and tested, and the results obtained are 
convincing and desirable, should one use these above-mentioned machine learning 
techniques on the whole dataset to have an improved quality data.



77

National Guidelines for Data Quality in Surveys

Examples of application of machine learning techniques to  
assess data quality

Two machine learning tools that automate data quality checks and labelling are now 
available in the public domain. 

The Data Quality Label Tool 

In collaboration with NDQF, and supported by the Population Council, a team of 
researchers at IIIT-Delhi has developed a tool using ML techniques to measure the 
data quality. The domain agnostic tool takes a query dataset and its codebook to 
derive a composite score combining provenance, meta-data coupling, anomalous 
features, and statistical properties among others. The underlying model was 
trained on data and meta-data from more than 250 publicly available datasets and 
validated on multiple rounds of NFHS datasets. The data quality assessment tool is 
publicly available as a web application at https://dataquality.tavlab.iiitd.edu.in.

Snapshot of The Data Quality Label Tool

https://dataquality.tavlab.iiitd.edu.in.
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Outlier Detection Tool

NDQF data science lab has developed an outlier detection tool to identify the 
potential outliers in the dataset using machine learning techniques. The tool works 
for any survey dataset using multiple data science approaches like silhouette score 
calculations, k-means clustering and isolation forest to flag observations that are 
potential outliers. Unlike most methods of outlier detection that helps in identifying 
outliers within one variable (one-dimensional), this tool will help to solve the bigger 
challenge of finding outliers in multidimensional space. The outlier detection tool is 
available in public domain (https://ndqf001.pythonanywhere.com/).

Snapshot of Outlier Detection Tool

https://ndqf001.pythonanywhere.com/
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• Analysis of Variance (ANOVA) 
  A statistical technique to analyse 

variation in a continuous variable 
measured under conditions defined  
by categorical variables, often with 
nominal levels. 

• Artificial Intelligence
  It is the ability of a computer or a robot 

controlled by a computer to perform 
tasks that are done primarily by humans 
and require human intelligence  
and judgement.

• Autocorrelation
  In time series data, autocorrelation is a 

measure of strength of the relationship 
between a time-dependent variable’s 
current value and its past values. 

• Back-check
  It refers to re-interview by the field 

supervisor or a data quality monitor 
of randomly selected sub-sample 
of respondents who are already 
interviewed by a field investigator using 
a small set of factual questions from the 
survey instrument (or questionnaire) with 
the intention of checking the accuracy 
of data collected.

• Blinded Re-measurement
  It refers to re-measurement of a subject 

selected randomly and whose original 
measurer is not known to the repeat 
measurer. The purpose of ‘blinded 
re-measurement’ is to evaluate the 
accuracy of original measurement 
without any bias for or against the 
original measurer.

• Calibration
  It is a process of ensuring and 

maintaining the accuracy of a measuring 
instrument in alignment with a standard 
or accepted range of results.  

• Coefficient of Variation (CV)
  It is a statistical measure of the 

dispersion of data points showing the 
extent of variability of data in a sample 
in relation to the sample mean. It is 
calculated as the ratio of the standard 
deviation to the mean, and is useful 
for comparing two samples even if the 
means are different from one another.

• Cold-deck Imputation
  It refers to the imputation of missing 

observations by values from a source 
unrelated to the data set under 
consideration.

• Confidence Intervals 
  It is a range of estimated values in which 

the true value of a parameter lies with a 
specified level of certainty.

• Coverage Error
  It is the error in an estimate resulting 

from failure to cover accurately all 
targeted units of the study population.

• Dashboard
  It is a graphical tool used for information 

management as it organises and 
displays important metrics into one 
easy to access place. It provides a 
quick view of levels and trends in 
different indicators as well as their 
interrelationships. 

• Data Security
  This refers to practice of protecting 

digital information from unauthorised 
access, manipulation, or theft.

Selected Definitions
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• Decision Tree
  It is a decision support tool that looks 

like a tree structure and is used for 
classification and prediction modelling. 
The uses of decision tree are found in 
operations research (decision analysis) 
and machine learning.

• Equal Probability of Selection   
 Method (EPSEM)
  EPSEM is a sampling technique that 

results in the population elements 
having equal probabilities of being 
included in the sample.

• External Validity
  It refers to how well the outcome of a 

study can be generalised with respect 
to different measures, persons, settings, 
and times.

• Field Check Table (FCT)
  These are a set of tools to understand 

the progress of survey work in field, 
track any significant departure from 
expected distributions of important 
population parameters and identify 
problematic survey teams or individual 
investigators as source of bias/
systematic error, if any. FCT is usually 
generated and discussed at a week or 
two-week time lag. 

• Haemolysis
  It refers to the process of the 

destruction of red blood cells which 
leads to the release of haemoglobin into 
the blood plasma.

• Hot-deck Imputation
  It refers to imputation of missing 

observations by values of similar 
responses from the same data source.

• Imputation
  Imputation is a method of estimating 

and filling in missing values in data.

• Interquartile Range
  It is a measure of dispersion in data, 

computed by taking difference between 
75th (3rd quartile) and 25th (1st quartile) 
percentiles.

• Isolation Forest
  It is an unsupervised machine learning 

algorithm that is used for anomaly 
detection and works on the principle of 
isolating anomalies/outliers.

• K-means Clustering
  It is a type of unsupervised machine 

learning algorithm that partitions 
available observations into several 
clusters where each observation 
belongs to the cluster with the nearest 
mean.

• Kurtosis
  It is the measure of tailedness or 

peakedness of frequency distribution 
of a variable in data, that is, how tall or 
sharp the central peak of the distribution 
is while measured with respect to a 
normal distribution.

• Listing
  It refers to the process of identifying 

the target population or households for 
developing a sampling frame.

• Machine Learning
  It refers to the study of computer 

algorithms that improve on its own 
through experience and the use of data.

• Mean Value Imputation
  It is an imputation method where 

missing values of a variable are replaced 
with the mean of the non-missing values 
for the same variable. 

• Measurement Error
  It is the difference between a measured 

quantity and its true value.
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• Negative Screening Rate
  It is defined as ratio of the number of 

screening questions marked ‘No’ by the 
interviewer to the total number of valid 
screening questions in the instrument. 

• Neural Network
  Neural network is a computational 

learning system using a network of 
functions to understand and translate 
data into a desired output, usually in a 
different form.  

• Non-sampling Error
  It is a type of error, not related to 

sampling of units, arising during the 
survey process, such as failure to locate 
and interview the correct household, 
asking questions incorrectly, and data 
entry errors.

• Optical Character Recognition
  This is a kind of technology that is used 

to convert virtually any image containing 
texts (typed or handwritten or printed) 
into machine-readable text data.

• Paradata
  In a survey, it refers to auxiliary data 

collected about interviews and survey 
processes. Some examples of paradata 
include (not limited to) duration of 
interview, time taken to ask each 
question, and negative screening.

• Parallax Error
  This is an error caused in reading 

of a measurement (for example, in 
anthropometry) due to a viewing angle 
that is other than an angle perpendicular 
to the object being measured.

• Precision
  It refers to how closely repeated 

measurements (or observations) of an 
object (or indicator) come to  
duplicating measured or observed 
values.

• Pre-testing
  It refers to the stage in survey 

research when survey questions and 
questionnaires are tested on members 
of target population/study population, to 
evaluate the reliability and validity of the 
survey instruments prior to start of the 
survey.

• Probability Sampling
  It is a sampling technique in which 

samples are drawn from the target 
population using methods based on 
the theory of probability. Each sample 
selected in this method has a specified 
probability of selection.

• Primary Sampling Units (PSU) 
  It refers to the set of sampling units 

from where units are selected in the first 
(primary) stage of a multi-stage sampling 
design.

• Random Forest
  Random forest is an ensemble 

learning method used for classification, 
regression and other tasks. It operates 
by constructing numerous decision 
trees at training time and displaying the 
class which is the mode of the classes 
or the mean/average prediction of the 
individual trees.

• Random Imputation
  It refers to the process where 

observations of an attribute are drawn 
randomly from the dataset for imputing 
the missing values of that attribute.

• Response Error
  It represents inaccuracies in responses 

to questions asked during sample 
surveys and arises due to a number of 
reasons including problems with the 
survey instrument or its implementation 
and respondent’s understanding of  
the questions.
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• Response Rate
  It refers to the proportion of sample who 

responded to a survey out of the total 
number of target sample.

• Sampling Design
  It refers to the methodology used to 

select sample units for measurement 
from a specified population and 
is described by defining sampling 
universe, sampling frame, stages of 
sampling and method of sampling at 
each stage.

• Sampling Error
  It is the deviation between a sample 

estimate and the population parameter 
under study, caused by sampling design 
or sample selection.

• Sampling Frame
  It refers to the list of the target 

population units from which samples are 
drawn for the data collection.

• Semi-structured Questionnaires
  It refers to a type of questionnaire which 

contains both open-ended and closed-
ended questions, that is, it allows some 
questions to have pre-specified answers 
and some other to have unspecified 
answers in text form. 

• Simple Random Sampling
  A simple random sample is a sampling 

method in which a sample is selected 
randomly from a specified population 
in such a way that each member of the 
population has an exactly equal chance 
of being selected into the sample.

• Skewness
  It is a measure of symmetry (or 

asymmetry) of the frequency distribution 
of a variable in data, with respect to its 
central point.

• Spot-check
  Spot-check is a way to ensure data 

quality in field surveys. It is when 
senior survey staff physically observes 
interviewers conducting interviews. 

• Standard Deviation
  It is a statistical quantity that measures 

the amount of variation (or dispersion) of 
a set of values of a particular variable or 
in other words, it measures how far the 
values disperse from the mean value of 
the variable.

• Structured Questionnaires 
  It refers to a type of questionnaire with 

questions that allow only a  
pre-specified set of responses for each 
question.

• Support-vector Machines (SVM)
  These are supervised machine learning 

models with learning algorithms 
analysing data for two-group 
classification problems as well as 
regressions.

•  Technical Error of Measurement 
(TEM)

  It is an accuracy index to present error-
margin in anthopometric and captures 
both inter-rater and intra-rater variability 
in anthropometric measurements.  
It is used to evaluate the accuracy of 
anthropometry measurers during a 
training session.

• Total Survey Error
  It refers to the accumulation of all the 

errors that arise in the design, collection, 
processing, and analysis of survey data.

• Z-Score
  It is a statistical quantity that gives 

one an idea of how far from the mean 
a particular data point is. Given a set 
of values, it measures the number of 
standard deviations below or above the 
sample mean a particular data is.  
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